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Motivation

LLM can process long input 
but is computationally 
intensive and inefficient.

RAG retrieves only relevant 
segments but often yields 
inferior results recently.

Recent methods employ LLM to iteratively summarize text into a 
tree to capture the global context while leveraging RAG to retrieve 
detailed information. 

However, they underutilize LLM capabilities and either incur high 
computational costs or inferior performance.

In this paper, we want to combine the high accuracy of LLMs with 
the efficiency of RAG.



Our method

• In this paper, we combine the high accuracy of LLMs with the 
efficiency of RAG and propose LLM-Guided Dynamic Progress Control 
with Attention-Based Hierarchical Weighted Graph (PECAN).

• (1) LLM-Guided Dynamic Progress Control: We leverage LLMs to 
dynamically control the retrieval process, adjusting the amount of 
retrieved information based on different queries to achieve a better 
balance of effectiveness and efficiency. 

• (2) Attention-Guided Retrieval: We propose a novel retrieval method 
that constructs a hierarchical graph where edges are derived by LLM 
attention weights.



Overview

PECAN consists of two main steps:

• Attention Graph Construction: we utilize the LLM’s attention weights 
to build a Hierarchical Weighted Directed Acyclic Graph (HWDAG) from 
documents. This is a one-time preprocessing step for each document, 
after which it can be reused for any query to that document

• Dynamic Graph Search: we dynamically control the volume of 
retrieved nodes and perform a search guided by the LLM.



Attention Graph Construction

• We iteratively summarize nodes to obtain the higher-level nodes.

• Each node typically summarizing one or a few events. 

• The edge weights are derived from the LLM’s attention during summarization.



Dynamic Graph Search

• If a node containing an 
event is strongly 
correlated with the query, 
then the details about 
that event are likely to be 
more useful in answering 
the query.

• At each iteration, a node 
is retrieved based on 
attention weights. 

• LLM determines whether 
sufficient nodes have 
been gathered to answer 
the query. 

• This procedure 
dynamically adapts to 
different query.



Experiments

• We conduct 
experiments of 
baselines and 
PECAN on 
NarrativeQA, 
Qasper, HotpotQA, 
and MuSiQue. 

• We include a Top-X 
setting to match the 
TFLOPs of PECAN 
for a fair 
comparison. 



Dynamic Retrieval Analysis

• Frequency 
distribution of 
the number of 
nodes retrieved 
per query. 

• The x-axis 
represents the 
number of 
nodes retrieved 
per query.

• The y-axis 
indicates the 
percentage of 
queries 
retrieving that 
number of 
nodes.



Inference with Smaller Models

• We further investigate whether the effectiveness-efficiency tradeoff 
can be improved when the model used for graph search is smaller 
than the one used for graph construction. 

• We experiment with combinations of of 8B, 1B, and 3B. 
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